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THE PROBLEM



SUPPOSE YOU WANT TO TRAIN YOUR AI MODEL

A typical AI job will take a day or two, or even in weeks(1)

• You might want to test with different optimizer

• You might want to test with different learning rate

• You might want to test with different training dataset

• More often, you need to re-train the model if the model failed to 

converge
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CPU TYPE OF WORKFLOW

Suppose 

• You have some jobs which take 1 minute to run, but you want to 

test over 500,000 combinations

• If you run on single CPU, it will take 500,000 minutes to run → 

which is close to 1 year

• Even if you re-write the code using 64 CPU core:
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it will take 500,000 minutes  / 64 to run → which still take 5 days (fully optimized)

It’s not trivial to re-write the legacy code in the multi-processing
64 CPU core is expensive
Lack of job schedular/control 



INTRODUCING 
HPC





INTRODUCING HPC AND 
PARALLELCLUSTER(AWS)/CYCLECLOUD(AZURE)
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• CloudFormation + Cluster Management == ParallelCluster

• Simple to install, easy to manage

• Everything you need to get a cluster up and running in a minute

• Master node with schedular

• Compute nodes that grow and shrink on demand

• Shared NFS storage

• /shared

• /home



INTRODUCING HPC AND 
PARALLELCLUSTER(AWS)/CYCLECLOUD(AZURE)
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INSTANCE TYPE CHOICE
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ParallelCluster/CycleCloud Architecture



HOW TO SETUP CYCLECLOUD
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WORKFLOW DEMO
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Workflow demo

To run the same job in HPC

qsub python analysis.py --source “xxx" –learning_rate “0.02" --model “yyy" –config 

“myconfig.json” –save_result “True"

python analysis.py --source “xxx" –learning_rate “0.02" --model “yyy" –config “myconfig.json” –

save_result “True"
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Advantages

• You can choose the smallest available machine to run

• All the computed nodes shared the same EBS drive, so all the results can be 

saved in same place (I normally choose the cheapest magnetic drive)

• All the log file is saved, you can use simple unix command to check the results 

(imagine you use GUI and need to click each log file manually) 

• All the compute nodes will have same config as the master node, no need to 

worry all about the virtual environment/docker/setup etc



POTENTIAL APPLICATION
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THANK YOU
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